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\begin{array}{cllc}
x \in \mathcal{L} & \Rightarrow & \operatorname{Pr}\left[b_{i}\right] \geq \frac{2}{3} & \text { Not the same as } \\
x \notin \mathcal{L} & \Rightarrow & \operatorname{Pr}\left[\neg b_{i}\right] \geq \frac{2}{3} & x \in \mathcal{L} \quad \Leftrightarrow \quad \operatorname{Pr}\left[b_{i}\right] \geq \frac{2}{3}
\end{array}
$$

## BPP



$$
\begin{aligned}
x \in \mathcal{L} & \Rightarrow & \operatorname{Pr}\left[b_{i}\right] \geq \frac{2}{3} \\
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## Part II

Bounded Arithmetic

## PA as a Way to Represent Functions
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- Induction holds in general and for every formula.
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Simply too big a class for our purposes!
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## Characterizing FP

- Arguably the most difficult step.
- Can be done in various ways, e.g. through

$$
\llbracket \mathrm{S}_{2}^{1} \rrbracket=\mathrm{FP}
$$ cut-elimination process, or by realizability.



## Part III

## Incepting Randomness into BA

## The Main Idea
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## The Result

$\llbracket \mathrm{RS}_{2}^{1} \rrbracket=\{f: \mathbb{S} \rightarrow \mathbb{D}(\mathbb{S}) \mid f$ can be computed by a PPTM $\}$
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- $\mathcal{P O R}$ captures functions in
- Based on "randomized" realizability.
- Closely follows [CookUrquhart1990]. $\mathbb{S}^{S \times 2^{s}}$;
- PPTM rather captures functions in $\mathbb{S}^{\mathbb{S} \times 2^{\mathrm{N}}}$.
$\mathrm{RS}_{2}^{1}$
- Obtained by extending $\mathcal{P R}$ with a basic function accessing the random bit oracle.
- Generates functions from $\mathbb{S} \times 2^{\mathbb{S}}$ to $\mathbb{S}$.
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## Are We There, Yet?



## Are We There, Yet? Actually, No!



## BPP Through Counting Quantifiers

From...
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- This goes via threshold quantifiers.

$$
\mathrm{RS}_{2} \forall x \cdot \exists!y \cdot A(x, y)
$$

$$
\begin{gathered}
(L \subseteq \mathbb{S}) \in \llbracket \mathrm{T} \oplus \mathrm{RS}_{2}^{1} \rrbracket \quad \Leftrightarrow \quad \mathrm{~T} \vdash \forall x . \exists y . \mathrm{Two} \operatorname{Thirds}[A](x, y) \\
L=\operatorname{Language}(A)
\end{gathered}
$$

## Getting Rid of Counting Quantification

From...

$$
\begin{aligned}
(L \subseteq \mathbb{S}) \in \llbracket \mathrm{CRS}_{2}^{1} \rrbracket & \Leftrightarrow \quad \models \forall x \cdot \exists y \cdot \mathbf{C}^{\frac{2}{3}} A(x, y) \\
& \ldots=\operatorname{Language}(A) \\
& \ldots \quad \mathrm{RS}_{2}^{1} \vdash \forall x \cdot \exists!y \cdot A(x, y)
\end{aligned}
$$

$(L \subseteq \mathbb{S}) \in \llbracket \mathrm{T} \oplus \mathrm{RS}_{2}^{1} \rrbracket \quad \Leftrightarrow \quad \mathrm{~T} \vdash \forall x . \exists y$.TwoThirds $[A](x, y)$ $L=$ Language $(A)$

## Theorem <br> $\forall \mathrm{T} . \llbracket \mathrm{T} \oplus \mathrm{RS}_{2}^{1} \rrbracket \subseteq \mathrm{BPP}$

## Getting Rid of Counting Quantification

From...

$$
\begin{aligned}
& (L \subseteq \mathbb{S}) \in \llbracket \mathrm{CRS}_{2}^{1} \rrbracket \quad \Leftrightarrow \quad \models \forall x . \exists y . \mathbf{C}^{\frac{2}{3}} A(x, y) \\
& L=\text { Language }(A) \\
& \text {... To } \\
& \mathrm{RS}_{2}^{1} \vdash \forall x \text {. ヨ! } y . A(x, y) \\
& (L \subseteq \mathbb{S}) \in \llbracket \mathrm{T} \oplus \mathrm{RS}_{2}^{1} \rrbracket \quad \Leftrightarrow \quad \mathrm{~T} \vdash \forall x . \exists y \text {.TwoThirds }[A](x, y) \\
& L=\operatorname{Language}(A)
\end{aligned}
$$

## Theorem <br> $\forall \mathrm{T} . \llbracket \mathrm{T} \oplus \mathrm{RS}_{2}^{1} \rrbracket \subseteq \mathrm{BPP}$

## Theorem <br> $\mathrm{PIT} \in \llbracket \mathrm{PA} \oplus \mathrm{RS}_{2}^{1} \rrbracket$

## Getting Rid of Counting Quantification

From...

$$
(L \subseteq \mathbb{S}) \in \llbracket \mathrm{CRS}_{2}^{1} \rrbracket \quad \Leftrightarrow \quad \begin{aligned}
& \models x \cdot \exists y . \mathbf{C}^{\frac{2}{3}} A(x, y) \\
& L=\operatorname{Language}(A)
\end{aligned}
$$

## Theorem <br> $\forall \mathrm{T} .\left\lfloor\mathrm{T} \oplus \mathrm{RS}_{2}^{1} \rrbracket \subseteq \mathrm{BPP}\right.$

Theorem

$$
\mathrm{PIT} \in \llbracket \mathrm{PA} \oplus \mathrm{RS}_{2}^{1} \rrbracket
$$

## Wrapping Up

- ICC and bounded arithmetic can be seen as ways to enumerate complexity classes by simple enough languages, thus revealing their structure.
- Semantic classes like BPP are not known to be enumerable, due to the error bound intrinsic in their definitions.
- We can however enumerate subclasses of BPP by internalizing the error bound check.
- What would be the consequences of $\llbracket \mathrm{PA} \oplus \mathrm{RS}_{2}^{1} \rrbracket=\mathbf{B P P}$ ?
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