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## Homomorphism Counts
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\text { if }(u, v) \in E(G), \quad \text { then }(h(u), h(v)) \in E(H) \text {. }
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1. Homomorphism from $G$ to $H$ : A function $h: V(G) \rightarrow V(H)$ such that for all $u, v \in V(G)$ :

$$
\text { if }(u, v) \in E(G), \quad \text { then }(h(u), h(v)) \in E(H) \text {. }
$$

2. hom $(G, H)$ : number of homomorphisms from $G$ to $H$.
E.g., hom $(G, H)=4$ for the graphs $G$ and $H$ below:
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H
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but not the class of graphs containing an isolated node.
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Theorem (Kolaitis-W. 2022):
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- $\mathcal{E}_{\leq n}^{+}$: integers that are sums of at most $n$ (not necessarily distinct) integers from $\left\{e_{1}, \ldots, e_{s}\right\}$.


## Desiderata:

1. R.H.S. of above identity is $D$-ary representation of hom $\left(G, F_{0}\right)$
2. $D^{r_{j}}$-digit of $D$-ary representation of hom $\left(G, F_{0}\right)$ is hom $\left(G, A_{j}\right)$ for all $1 \leq j \leq s$.
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## Future Directions

Investigate the expressive power of query algorithms in the variant settings below:

1. Undirected graphs replaced by directed graphs (or relational structures in general)
2. Homomorphism counts hom $(G, H)$ replaced by their sign $\operatorname{sgn}(\operatorname{hom}(G, H))$
3. Allowing the number of queries to depend on input graph $G$
